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Vision-and-Language Navigation(VLN) Benchmarks
Room-to-room (R2R)

Touchdown

Room-across-room (RxR)
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Machine vs. Human on VLN Benchmarks

• State-of-the-art performances as of June 10th, 2022.
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Covered Models

Benchmark Model Transformer
-based?

Visual 
Feature

R2R

EnvDrop ×

ResNet-
152

FAST ×

VLN-Recurrent-BERT √

PREVALENT √

RxR-en
CLIP-ViL ×

CLIP-ViT
VLN-HAMT √

Touchdown

RCONCONT ×
ResNet-

18ARC ×

VLN-Transformer √
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Analysis on Instruction Understanding

● What can the agents learn from the instructions?
● Do agents pay more attention to object tokens or 

direction tokens?
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• “Enter the hallway that’s in front of you, turn to 
the left, take five steps further. ”

VLN Instruction Exemplar
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Object-related Tokens

• “Enter the hallway that’s in front of you, turn to 
the left, take five steps further.”

VLN Instruction Exemplar
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Object-related Tokens: Interventions

• “Enter the hallway that’s in front of you, turn to 
the left, take five steps further.”

Original Instruction

• “Enter the [MASK] that’s in front of you, turn to 
the left, take five [MASK] further.”

Ablated Instruction

• “Enter [MASK] hallway that’s in front of [MASK], 
turn to the left, take five steps further.”

Controlled Trial
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The Effect of Object-related Tokens
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Indoor

More Impactful
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The Effect of Object-related Tokens
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Outdoor

Less Impactful
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Direction-related Tokens

• “Enter the hallway that’s in front of you, turn 
to the left, take five steps further.” 

VLN Instruction Exemplar
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Direction-related Tokens: Interventions

• “Enter the hallway that’s in front of you, turn to 
the left, take five steps further.” 

Original Instruction

• “Enter the hallway that’s in [MASK] of you, 
turn to the [MASK], take five steps further.” 

Ablated Instruction
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The Effect of Direction-related Tokens
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Outdoor

Indoor

More Impactful
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Quick Takeaways

- Indoor agents refer to both objects and 
directions in the instruction

- Outdoor agents heavily rely on direction 
tokens, and poorly understand visual objects

VLN Instruction Understanding
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Analysis on Vision-Language Alignment

● Can agents match tokens to visual entities?
● How reliable are such connections?
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Perturbation on the Instructions

• “Enter the hallway that’s in front of you, turn to the 
left, take five steps further…” 

Original Instruction

• “Enter the vase that’s in front of you, turn to the left, 
take five sink further…” 

Replace Object-related Tokens

• “Enter the [MASK] that’s in front of you, turn to the 
left, take five [MASK] further…” 

Mask Object-related Tokens
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Perturbation on the Instructions (R2R)

Y-Axis: Performance gap Δ between masking & replacing 
object tokens.
Δ > 0: agent have better understanding on object tokens
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Transformer-based
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Perturbation on the Visual Environment

- “…go towards the white couch and stop in front of the 
coffee table…”

Dynamically mask the objects mentioned 
in the instructions
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Perturbation on the Visual Environment
vs. on the Instruction
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Visual Ablations

Text Ablations
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Quick Takeaways

- Transformer-based VLN agents have better cross-modal 
understanding of objects

- Indoor VLN agents have unbalanced attention on text 
and visual input

VLN Vision-Language Alignment
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Thank you!

Q & A
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