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Motivation

Outdoor vision-and-language navigation (VLN) is a challenging task

that requires informative instructions to address the complex navi-

gation environment. We introduces a multimodal text style transfer

(MTST) learning approach and leverages external multi-modal re-

sources to mitigate data scarcity in outdoor navigation tasks.

Multimodal Text Style Transfer

Framework Overview
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Figure 1:Our MTST learning framework mainly consists of two modules, namely

the multimodal text style transfer model and the VLN Transformer.

Cross Modal Reasoning NavigatorCross Modal Reasoning Navigator

Figure 2:Overview of the VLN Transformer agent. In this example, the agent

predicts to take a left turn for the visual scene at t = 3.

Multimodal Text Style Transfer

Training

Multimodal Text Style Transfer: Training

Figure 3:During training, we mask out the objects in the human-annotated in-

structions to get the instruction template. The training objective is to recover the

instructions with objects.

Inference

Multimodal Text Style Transfer: Inference

Figure 4:When inferring new instructions for external trajectories, we mask the

street names in the original instructions and prompt the model to generate new

object-grounded instructions.

Results

In Figure 5, we compare our VLN-Transformer model with the

RCONCAT and GA model as baseline, and show the evaluation

results on the task completion rate (TC), success weighted by edit

distance (SED) and coverage weighted by length score (CLS).

Results show that pre-training the navigation models on external

data with machine-generated instructions, can partially improve nav-

igation performance. Pre-training the navigation models on exter-

nal data with our style-modfied instructions can further improve the

agents’ performance on metrics related to successful cases, such as

TC and SED.

Experiment Results
● +M50: pre-train on a StreetLearn subset with 

machine-generated instructions
● +M50 +style: pre-train on a StreetLearn subset 

with style-modified instructions

Figure 5:+M50 denotes pre-training on a StreetLearn subset Manh-50 with machine-

generated instructions, while +M50 +style denotes pre-training on Manh-50 with

style-modified instructions. Applying our MTST approach leads to model-agnostic

improvement on ourdoor VLN performance.

Choice (%) MTST vs Speaker MTST vs Text_Attn Speaker vs Text_Attn

MTST Speaker Tie MTST Text_Attn Tie Speaker Text_Attn Tie

Better describes the street view 67.9 22.8 9.3 44.3 35.8 19.9 28.2 62.7 9.1
More aligned with the ground truth 64.6 26.8 8.6 37.6 33.9 28.5 25.3 62.5 12.2

Table 6: Human evaluation results of the instructions generated by Speaker, Speaker with textual attention and our
MTST model with pairwise comparisons.

validation set. Each pair of instructions, together
with the ground truth instruction and the gif that
illustrates the navigation street view, is presented
to 5 annotators. The annotators are asked to make
decisions from the aspect of guiding signal correct-
ness and instruction content alignment. Results in
Table 6 show that annotators think the instructions
generated by our MTST model better describe the
street view and is more aligned with the ground-
truth instructions.

Case Study We demonstrate case study results to
illustrate the performance of our Multimodal Text
Style Transfer learning approach. Fig. 5 provides
two showcases of the instruction generation results.
As listed in the charts, the instructions generated
by the vanilla Speaker model have a poor perfor-
mance in keeping the guiding signals in the ground
truth instructions and suffer from hallucinations,
which refers to objects that have not appeared in
the trajectory. The Speaker with textual attention
can provide guidance direction. However, the in-
structions generated in this manner does not utilize
the rich visual information in the trajectory. On
the other hand, the instructions generated by our
multimodal text style transfer model inject more
object-related information (“the light", “scaffold-
ing") in the surrounding navigation environment
to the StreetLearn instruction while keeping the
correct guiding signals.

5 Conclusion

In this paper, we proposed the Multimodal Text
Style Transfer learning approach for outdoor VLN.
This learning framework allows us to utilize out-
of-domain navigation samples in outdoor environ-
ments and enrich the original navigation reasoning
training process. Experimental results show that
our MTST approach is model-agnostic, and our
MTST learning approach outperforms the baseline
models on the outdoor VLN task. We believe our
study provides a possible solution to mitigate the
data scarcity issue in the outdoor VLN task. In
future studies, we would love to explore the pos-

StreetLearn Turn right onto W 36th St. Turn right onto Dyer Ave.

Original Speaker
Go to the next intersection and turn left again. There will 
be a building with a red awning on your right. Go straight 
through the next intersection.

Speaker with 
Textual Attention

Turn right at the next intersection. Stop just before the 
next intersection.

Multimodal Text 
Style Transfer

Turn right again at the next intersection. On your right will 
be scaffolding on your right. Turn right.

StreetLearn Head northwest on W 35th St toward Hudson Blvd E. 
Turn right at the 1st cross street onto Hudson Blvd E.

Original Speaker
Turn so the red construction is on your left and the red 
brick building is on your right. Go forward to the 
intersection and turn right. You'll have a red brick building 
with a red awning on your right.

Speaker with 
Textual Attention

Head in the direction of traffic. Turn right at the first 
intersection.

Multimodal Text 
Style Transfer

Move forward with traffic on the right turn right at 

the light. Continue straight.

Figure 5: Two showcases of the instruction generation
results. The red tokens indicate incorrectly generated
instructions, while the blue tokens suggest alignments
with the ground truth. The orange bounding boxes
show that the objects in the surrounding environment
have been successfully injected into the style-modified
instruction.

sibility of constructing an end-to-end framework.
We will also further improve the quality of style-
modified instructions, and quantitatively evaluate
the alignment between the trajectory and the style-
transferred instructions.

Acknowledgments

We would like to show our gratitude towards Jian-
nan Xiang, who kindly shares his experimental
code on Touchdown, and Qi Wu, who provides
valuable feedback to our initial draft. We also
thank the anonymous reviewers for their thought-
provoking comments. The UCSB authors were
sponsored by an unrestricted gift from Google. The
views and conclusions contained in this document
are those of the authors and should not be inter-
preted as representing the sponsor.

Figure 6:A showcase of the instruction generation results. Blue tokens: alignments

with the ground truth. Red tokens: contradictions. Orange bounding box: the

objects in the surrounding environment have been successfully injected into the style-

modified instruction.

Contributions

• We present a new Multimodal Text Style Transfer learning

approach to generate style-modified instructions for external

resources and tackle the data scarcity issue for outdoor VLN.

• We provide the Manh-50 dataset with style-modified instructions

as an auxiliary dataset for outdoor VLN training.

• We propose a novel VLN Transformer model as the navigation

agent for outdoor VLN and validate its e�ectiveness.

• We improve the task completion rate by 8.7% relatively on

Touchdown test set with the VLN Transformer model pre-trained

on the external resources processed by our MTST approach.

Thanks!


